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What is CS3 about?

* “Dropbox for science” -> sync/share on premise

e |nnovative storage systems and their integration with user
environments

* 10 enable progress in data sciences at all levels: local
laboratory, regional collaborations and global science

 (CS3 applications range from innovative big-data analysis to
science outreach and education
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Evolution of CS3

Kick-started by CERN in collaboration with TF-Storage and
GEANT partners, designed to be inclusive

Technical focus, share ideas, speak up about problems,...

Neutral ground for competitors: multiple software providers
from early days

Evolved
e from small sync/share core technology focus

* to a place for creating opportunities for everyone



Initial nucleus

Edu&Research On-Premise Clouds

source: http:/cs3.ethz.ch
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a place for creating opportunities ZUHE
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O CS3 2018 — Worldwide Community
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Inclusive community

 multiple initiatives and projects joining, some examples
- sync/share federation
 (CS3 became the “home” of Open Cloud Mesh (federated sharing)
- integrated user environments for Data Science

e bottom-up introduction of Jupyter notebooks via user/application
Session

e connection to compute and interplay with open source cloud
stacks (“CISS”)

- interaction with HPC



Inclusive community

 multiple initiatives and projects joining, some examples
sync/share federation

» (CS3 became the “home” of Open Cloud Mesh
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Inclusive community (2

e multiple initiatives and projects joining, some examples
integrated user environments for Data Science
* bottom-up introduction of Jupyter notebooks via user/application session

e connection to compute and interplay with open source cloud stacks (CISS
sSession)

dCacheorg N

e

" Sync-n-Share service

dCache vision | wewes

collaboratively

Interactive data visualization

Remote desktop capability
for fast prototyping with

/ Fast data Ingest
Standard devices at




Inclusive community (3

 multiple initiatives and projects joining, some examples

- interaction with HPC
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Commercial interest:
keeping high

Last year included new market segment with
collaborative tools (OnlyOftice, Collabora)

2019 may see some big names again

* Interesting talks in progress!

We do invite inspiring technical talks from
commercial partners

We don't invite sales talks



Community building & Site reports

Summary of site report session — Tue. Jan. 31st
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Trainings sossions :
* 21 sessions & 230 trainees (from various honzons and levels!)

Documentation
+ 2052 connexions on detalied documentation in 2016

More stats :

* 1083 unique users n december 2016

* +8% of unique users more per month (average)
* 17 libranes (top folders) / user

* 1138 growps created

* Only 35 persons who used Seafie in 2015 didn't return in 2016,
* 11% of guests accounts are students accounts ..
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site report survey summary

O CS3 e

Summed up user accounts:
owncloud . 266646

nextcloud . 24654

seafile : 15246
powerfolder . 87737

openstack swift : 1400

kshop on Cloud Services
Synchronisation and Sharing

Cloud Services for Synchronisation and Sharing (CS3) Cloud Services for Synchronisation and Sharing (CS3)

Cloud Storage Services for Novel Applications and Workflows Novel applications, cloud storage technology, collaborations

Cs

Workshop on Cloud Services for
Synchronisation.and Sharing

Pol; 9 - 31 January 2018

Programme committe:
ORGANISING COMMITTEE irich - Switzerland SURFsara Amsterdam PROGRAMME COMMITEE
ent/336753/ Miguel Branco dJanuatyZiey * brnaf g, KN, 30 Jan - 1 Feb 2017

) September Massimo Lamanna ethzch

er Jab L Moog v hitps:/cs3.surfsara.nl

e e ———




Discussions last year

* Future panel: how to face public clouds?

* From “raw” storage to integrated application-aware storage
 Proximity to the end users and applications

e (Consolidation as a community, federated collaboration

* EU recognition and role in EOSC

* Increasing role of Open Data => impact of FAIR



Sessions 2019

https://indico.cern.ch/event/726040/program

Cloud infrastructure and software stacks for data science

* integration of CS3 services in modern cloud infrastructure and software stacks (CISS).
* uniform environments shared across different researchers
* access to computing facilities or workflow engine

batch facilities, OpenStack&Container services, Spark clusters, Cloud-based resources, GPU
hardware

Open Data Ecosystems and CS3 (NEW)

. coordinated system between CS3 and OpenData services: RDA, ORCiD, DataCite, GO-FAIR, the Open
Science Foundation

. where a CS3 type service acts as the live data fulcrum


https://indico.cern.ch/event/726040/program
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https://cs3.infn.it

INFRA-EOSC-02



Can CS3 help?

e |t seems to make sense to capitalise on existing CS3 community
e successtul track record
o exploitation plan already there: services exists and are used
e community is large and varied (beyond HEP, beyond NRENSs,...)

e CS3 sustained itself for 5 years via bottom-up interest of
participants

e open, inclusive environment already proven => a necessary
component for wide adoption of the outcomes of the INFRA-
EOSC-02 call



Service areas”

* Sync/Share services as a first-class citizen in data science

e federated FAIR-compliant infrastructure for sharing open
data with easy access from end-user devices

e “federation” of trust and quality
* pbridge to compute and integrated user environments
* |nfrastructure-agnostic service-layer

* flexible deployment on premise or in hybrid clouds



Would help to further evolve
CS3 community itself...

* For users/sites: FAIR-compatible by definition

 For companies: new paths to market solutions



Considerations (1)

e Must benefit everyone in the CS3 community
» consortium must be relatively small number of parters to be efficient
« but initial nucleus of partners is just to lay out first few bricks

e everyone should have a possibility to adopt and contribute as early as
possible

o Adopt similar principles as commercial-grade services: added value for the
users

e case of access

e match user needs

* Q0S



Considerations (2)

Very short time to prepare the proposal
What would it produce, provide and actually do”
Relation to other ongoing projects

 OCRE, EUDAT,...

Long-term integrated into EOSC Catalog/Hub



