
STANFORD UNIVERSITY • University IT - Networking

Central Management Server Setup
perfSONAR Sampler

2nd European perfSONAR User Workshop
April 14 & 15, 2021, Online

Presenter: Phil Reese, preese@stanford.edu

https://wiki.geant.org/display/perfSONAR/2nd+European+perfSONAR+User+Workshop


STANFORD UNIVERSITY • University IT - Networking

How most of us are introduced to 
perfSONAR
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What is often the next view of perfSONAR
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While the image is daunting, this makes 
things look even more complex

Way too many dashboards and sights to take in.
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How to move from the 1x1 perfSONAR to 
the ESnet view and multiple dashboards?

The ever popular docs.perfsonar.net web site has all the answers!

It actually does, but it is a long read to move from that that simple ‘all 
in one’ Toolkit, to a multi-dashboard MaDDash grid web site.

The perfSONAR team realized this and a few years ago Andy Lake 
pulled together a 2-3 page readable document for how to set up a 
Central Management web site and how to get the agents testing and 
reporting results to the Central Management system.

This is included in the main docs.perfsonar.net table of contents in 
one place only, the main page, a link from “MaDDash Quick Install Guide”.

The link opens a Google Doc file and has a step by step process for 
how to get a MaDDash system going.

https://docs.google.com/document/d/1k7FT66MKPy3JjpD5k0OFAFlTpSdFmZ6huhTUDQ2rGGY/edit?usp=sharing
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What to expect from this presentation

The first paste of commands into the terminal window is a quick run 
through of all the commands discussed at a github project site: 
 

https://github.com/preese/perfSONAR-Sampler

The Github project shows an implementation of Andy’s document 
using a set of VMs and some tools to quickly bring all the pieces 
together.

If all goes well, the pasted commands will build 6 edge nodes and one 
MaDDash server, it will show a mesh dashboard and a disjoint 
dashboard.  All of this will take place on a single NUC and should 
complete in ~15 minutes.

We’ll talk about the JSON files and other features of the project while 
it installs in the background.
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Hardware and IP chart used
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More on the IP chart used
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Review of the JSON files
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Review of some project files, Vagrantfile
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Review of some project files, Ansible
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What we’ll end up with
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The unexpected...

https://docs.google.com/file/d/1OeTwKHyXYQQr4kyd0hBhGc_3mzLMqdQL/preview

